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Future	Work

Random Greedy Heuristic Over400

Heuristic	Win	% 100 100 - 10.5

Over400Win	% 100 100 89.5 -

• Players	sit	across	from	team	members	and	are	dealt	13	cards	each
• Players	bet	expected	number	of	‘tricks’	they	plan	to	take
• In	each	round	after	bets	are	placed
• Players	take	turns	choosing	a	card	to	play	in	order,	starting	with	the	
player	who	took	the	previous	trick

• Suit	of	first	card	played	determines	‘lead	suit’
• Players	must	play	‘lead	suit’	if	they	have	it
• Winner	of	trick	is	determined	by	highest	card	of	‘lead	suit’	or	highest	
card	of	‘trump	suit’	(Hearts)	if	any	were	played

• After	13	rounds,	score	of	each	player	is	increased	by	number	of	tricks	
they	bet	if	they	met	or	exceeded	it

• Score	of	player	is	decreased	by	bet	if	they	were	unable	to	meet	it
• Game	concludes	when	one	team	member	has	41	points	or	more,	and	the	
other	player	has	positive	points

(a) Tricks won over 1,000 games, based on bet made. 
No bets were higher than 6

(b) Histogram showing difference between tricks won 
and bet made

(c) Average score showing the performance of the self 
play NN model

(d) Loss function for the betting NN, trained in tandem 
with the playing NN

Neural Network Architecture for Card Play

Neural Network Architecture for Betting 

Learning	Problem:	Find	an	optimal	playing	policy	𝜋!
",∗ to	maximize	

expected	reward	for	player	𝑖 given	each	other	and	the	play	of	the	others:

Reinforcement	Learning	Approach:	

We	define	the	reward	at	the	end	of	each	round	by

Approach	informed	by	Neural	Fitted	Q-iteration	[2]	in	which	the	reward	is	
provided	as	a	label	to	the	state	representation.	We	define	the	label	as

We	include	the	indicator	as	reward	shaping	[3]	to	speed	up	convergence

The	state	representation:
• Similar	to AlphaGo	[4],	we	encode	the	state	by	a	matrix	representation	
where	the	location	and	value	indicate	the	card,	time	it	was	played,	and	by	
whom	it	was	played

• Initial	bets	and	number	of	tricks	won	are	also	encoded	in	the	state	
representation

Learning	Problem:	Find	an	optimal	betting	policy	𝛽",∗ to	maximize	
expected	reward	for	player	𝑖 given	each	other	and	the	play	of	the	others:

Supervised	Learning	Approach:	Given	some	particular	card playing	
strategy	and	initial	hand,	the	play	can	expect	to	win	some	number	of	tricks.	
Therefore,	develop	a	model	which	predicts	tricks	taken	by	the	end	of	the	
round	given	some	observed	initial	hand	compositions

Generate	Data:	Initial	hands	serve	as	input	data,	number	of	tricks	won	
functions	as	label.	

Implement	Neural	Network	for	regression	to	minimize	loss	defined	by	
square	difference	between	score	received	and	the	best	possible.

Loss	function	is	asymmetric:	Penalizes	more	for	bets	which	are	higher	than	
the	tricks	obtained

Random	Play-Random	Bet:	Random	bet	selects	a	random	value	from	
{2,3,4,5}	during	the	betting	stage,	and	in	each	round	chooses	a	random	
card	to	play	from	the	set	of	valid	cards.

Greedy	Play-Model	Bet: During	play,	greedy	simply	selects	the	highest	
card	in	its	hand	from	the	set	of	valid	cards,	without	consideration	of	its	
partner

Heuristic	Play-Model	Bet: A	heuristic	strategy	was	defined	based	on	
human	knowledge	of	the	game.	This	heuristic	player	takes	into	account
available	knowledge	of	the	team	member’s	actions	as	well	as	opponents’	
actions

• Examine	approach	on	similar	games	such	as	Spades,	Hearts,	and	Tarneeb
• Consider	invariance	discovery for	generalizeation
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